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We present a new state-space approach to construct a dynamic outpqt feedback controller 

which stabilizes a class of hnear time mvarmnt systems All the states of the given system are 

not measurable and only the output is used to design the stabilizing control law In the design 

scheme, however, we first assume that the given system can be stabilized by a feedback law 

composed of the output and its derivatives of a certain order Beginning with th~s assumption, 

we systematically construct a dynamic system which removes the need of the derwatlves The 

mare advantage of the proposed controller is regarding the controller order, which may be 

smaller than that of conventional output feedback controller Using a simple numencat example, 

it Is shown that the order of the proposed controller ~s indeed smaller than that of reduced-order 

observer based output feedback controller 
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Dynamxc Output Feedback, Recurslve Design 

1. Introduction 

[n this paper, we consider the stabilization 

problem of a system represented by 

x = A x  + Bzt 
(1) 

y = C x  

where x is the state in R n , u ~s the input in R 'n, 
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y Is the measurable output in R t' 

We suppose that the system (1) ts not able 

to be stabthzed by any static output feedback 

(Syrmos et a l ,  1997) When the measurable states 

are not sufficient to design a stabdlzmg control 

law, a dynamic output feedback scheme with an 

additional dynamic system e g state observer is 

demgned so that the augmented closed loop sys- 

tem IS stable (Kadath, [980, Chert, 1984, Shim 

et a l ,  2003, Jo and Son, 2004) When dynamtc 

output feedback controllers are concerned, most 

researches are concentrated on the arbitrary 

pole-placement rather than stabdlzatlon (see e g 

Rosenthal and Wang, 1996, Scherer et al ,  1997) 

and references therein) However, if we restrict 
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our interests to the stabilization problem, like the 

static output feedback control problem, the order 

of the controllers can be reduced (Son et a l ,  

2000, Son et al ,  2002b) 

While the measurable states are not sufficient 

to design a stablhzmg static control law, this 

paper assumes that a static state feedback exists 

for stabthzatlon tf the output and its derlvaUves 

of a certam order are available to be used Then, 

we present a new way to replace the required 

derivatives by adding some dynamics in the feed- 

back This is, in fact, inspired by (Son et al ,  

2002a), where a passlwty-based dynamic output 

feedback control has been proposed for inherent- 

ly non-passive LTI systems by virtue of paralle- 

ling a feedforward compensator In (Son et al ,  

2002a), tt has also been observed that, when a 

system is stabilized by a propomonal-derlvatlve 

control, the derivative term can be replaced* with 

a compensator which has the same dimension as 

the system's input The idea of replacing the 

derivative term is further exploited in this paper 

up to any order 

The only assumption in this paper is the fol- 

lowing 

Assumption 1 Let us define 

v (-" -I 

/ / L C),~j 
For the system (1), there exists an mteger r (1<_ 

r)  such that 

A~- = A  + BG, H~ ~s Hurwltz 

Remark 1 It is presumed in this assumption that 

r > l  because, when Assumption 1 holds with 

r = 0 ,  the system (1) can be trivially stabilized by 

a static output feedback without using additional 

dynamics On the other hand, if the system (1) is 

stabihzable and observable, then Assumption 1 

trivially holds with r - -  ~ - -  1 Indeed, in this case, 

* The design of a dynamic system for replacing the veloc- 
ity measurement has been stud~ed by severat authors 
(Kaufmarl et al, 1998, Kelly et al 1994, Fullsakl et al, 
2001 , Wong et al, 2001) 

Hr ts teft-mvertable due to observabthty, and 

thus, there always exists Gr with which Assump- 

non  i holds 

In the next section, a dynamic output feedback 

controller is presented for system (1) under As- 

sumption 1, followed by a recursive algorithm to 

design the gains of the proposed controller in a 

systematic manner Section 3 illustrates a design 

example with a simulation result Conclusions are 

found m Section 4 

Notations [~ is an identity matrix and 0~• 

R raxp is a zero matrix 

2. Main Results 

For the system (1) satisfying Assumption 1, we 

propose a dynamic output feedback controller of 

oider Pr, which has the form of 

A=V~y+~b,l, ~ R  ~r, u--~.y+~bA (2) 

The output feedback stabihzation problem is 

solved if we find ~ ' =  [ ~a ~b] and ~ = [ ~a ~b] 

such that the following closed-loop system 

x =Ax  + B ~ C x  + B ~ d  
(3) 

A= gr~Cx + V~ 

is exponentially stable 

In the subsequent part of the paper, we propose 

a new way to design the matrices N and 

Therefore, the main contribution of the paper is 

summarized as follows 

Theorem 1 For the system (1) satisfying As- 

sumption 1, there exists a dynamic output feed- 

back stabilizing controller (2) with addmonal  

A-dynamics of order (p • r)  

The idea of constructing the controller (2) is 

to assume, temporarily in the beglnnmg, that 

Hrx is available for measurement This makes 

the output feedback stabihzation problem be 

solved by the static gain tound in Assuinpuon t 

Next, we change the temporary assumption such 

that Hr-~X is available for measurement but Hrx 
is not (This lmphes that CA'x, z =0,  "- , r -  I, is 
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measurable but CA~x ts not.) Then, the control 

law destgned at the previous step, where we 

assumed that H~x ~s measurable, ~s not lmple- 

mentable because it depends on the s~gnal CA"x.  
Hence, we separate the term CArx  from the 

control  law and design addmonal  dynamms with 

whmh the use of C A " x  ~s ehminated. In the next 

step, we proceed by assuming that Hr-zx is 

measurable but CA~x is not. Th~s reeursmn goes 

to the end ff we get a dynamic controller that 

reqmres only the true measurement of  Hox= Cx 

but not others 

The recursion begins by the following 1renal 

step 

2.1 Initial step 
When the H~x is measurable, we easily obtain 

the followlng stable closed loop system St  with 

the gain G~ from Assumption 1 

S, 

u = G~H~x 

= G~-~Hr-~X + K~ ( CA ~x) 

x =Arx  = (A +BGrHr) x 
= A x  + BG~ ~H~_~x + BK, (  CA'  x) 

(4) 

Now, we assume that H,- ~x ~s available for mea- 

surement but CArx  ts not Then, by introducing 

V, we decompose the system Sr into the term 

including CA"x  and the rest (as follows). 

U=G~._tHT_Ix + Krv (5a) 

~. = A x  + BG~-~H~-~x + BK~v (Sb) 

If  the following dynamm system is appended 

to (5b) 

,~= - C A  "-I BGr_IH,._lx 
- ( h +  CA"-tBK~) 

(6a) 

9 = CA"-1x +,~ (6b) 

then the augmented system (5b)- (6a)  lS stablhz- 

ed by v=D~y  where D~ is chosen so that the 

following matrix is Hurwltz 

- C A " B K , - - D ~ J  

Proof  of  lnltml Step 

First of all, note that 

~= CA ~ ~s 
dt 

= CA*-' (Ax + BG~_,H,--,x + BK~v) 
- (CA"-IBG,~H,._lx + CAr-IBKrv + v) 

- C W x - v  

We now define 

$ = x  + B K r ;  (8) 

and change coordinates [x r Ar] T into [~.r .~rlr 

Then 

$ = A ~ $ - A , B K , 5  
(9) 

9 -  C A  ~ - C A  ~BK, y - v 

Since the matrtx A r  is Hurwltz, the system (9) 

can be stabdtzed by v=Dr'y  w~th an appropriate 

gain Dr making the manlx (7) Hurwltz For  

example, D,-=dJp with st~fficmntly large d r > 0  

always performs this task. 

Consequently, we obtain the closed loop system 

S~-1 as follows 

u =G,-~H,-~x+ K,D,.(CA" 'x+ 2) 

= (C,-,+ [0o,p(.~ K,D,]) 1tr lZ +K,D,,,I 
= Ax + BG~-1H,j + BK, D,( CA~tx + ~) 
=Ax-rB(G,-,+[{}.~m-l> K.~D.~])H,-tx+BK,Dr~t (10) 

a = - {I + CA' 'BE,) D, (CA >Ix +~) - CA r~'BG,-ltf,-tx 

=-  ( CAr-~BG,-~+ [0~l,-~j Ma])H~-~x-M~A 

where Ma = ( I p +  C A ' - B K r )  Dr The above sys- 

tem (10) is stable because its system matrix Is 

mmdar to the mamx (7) 

2.2 Reeursive design of output feedback 
controller 

w e  assume that, with some integer k between 

1 and r ,  it holds that H ~  is meas~lrabte and 

the following output feedback controller of order 

p ( r - k )  stabdlzes system (1) exponential ly.  

(11) 

where Sk,a, #k,b, ~ , a  and ~ , b  are matrices of  

appropriate dimension In other words, the clos- 

ed- loop system 
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S ( x  = A x  + B ~ . o H ~ c  + BO~,d (12) 

~s exponentmlly stable, whtch can be concisely 

represented by 

2 = A a z  (13) 

where z = [ x  r /tr] r and the Hurw~tz matrix A~ 

~s defined as 

A [ A + B ~ , . H ~  l (14) 

Now we postulate a new assumpnon that .[-I~-,x 

IS measurable but CA~x is not, so that the 

controller (11) cannot be implemented Thus, we 

separate the term CA'~x from the controller 

equation (11) and replace tt by a new signal v to 
be demgned as follows' 

a = ~,~H~-~x + gc~,~a+ ~.~aCA~x 

= G.~IH~-~x + greta+ ~'~,~v (I 5) 
u = O~.~lH~-2x + ~,~A+ (~.~aCA~x 

= ~,~IH~ 2x+ ~ , ~ 2 +  ~ , ~ v '  

where ~ff~,a= [ ~,~t gca,~a] and ~ , a =  [ ~k,., !i0~,a=] 

Then, the closed-loop system is rewritten by 

x - A x  + B~)~,~IH~-~x + BO~,~A+ BgI~,~v 
(t6) 

or 

2 = F z + L v  (17) 

where 

which lS equivalent to (12) (or to (13)) ff v =  

CA~x Note that A ~ = F + L [ C A  ~ 0~• 
The following theorem provides a key to the 

reeursmn in the sense that it shows how to replace 
CAkx  term by an addmonal dynamms 

Theorem 1 Suppose that system (16) (or, (17)) 

~s exponennally stable if v =  C A k x ,  that is, the 

matrix A~ ~s Hurw~tz, If the following dynamm 

~ystem IS annended |o (16) (or, (17)) 

= - CA~-~Bq)~'~H~-~x- CA~-~B~'~'I  (18a) 
- ( I ~ + C A ~ < B O ~ )  v, ~ R  ~ 

~ =  CA~-~x + 7/ (l 8b) 

then the augmented system (16), (18) (or, (17), 

(18)) is exponentmlly stabfltzed by 

v = D~y (19) 

where the matrix Dk Ls chosen such that 

Ak - A k L  ] 
[ CAkG• _ CA~B~k,~2_Dk j (20) 

is Hurwitz 

Remark 4 Note that the mamx (20) always can 

be made Hurwltz by approprmte matrtx Dk, 

which can be found by LMI tool or by choosing 

sufficmntly large constant dk >0  and letting Dk = 

dd~ 

Proof With the control law (18) and (19), the 
closed-loop system is given by (17) and (18a) 

with (19) In order to analyze ~ts stablhty, the 

closed-loop system is represented in the (z, 27)- 

comdmates instead of (z, 0) That is, the clos- 
ed-loop system ts now given by (17) and 

d 
d~ # = CA~-~(Ax + BG.tH~_~x + BG,~+ BGo2v) 

- CAk-IBG,,~H~jx- CA~<BG,~2 

- (s176 v 
=CAkx-v  

Now we change the coordinates (z, 35) into 

($, ~) once again wnh a new variable ~e = z =  

L y  That is, 

d=(Fz+ Lv) + L( CAkx-v)  =Akz 

= A ~ - A ~ L  # 

{ i  ~ = [CA ~ O~-~ ]z -  v 
= [ CA ~ 0 ~ p l ~ ]  ~ ~ [ CA ~ 0~• L g -  v 
= [ C A  ~ 0~p~r-~] ~e-- C A  ~ B G , ~ ) -  v 

v =Dk~ 

Therefore, ~t is seen that if Dk is chosen such 

that the matrix (20) ts Hurw/tz, the above clos. 

edqoop system is exponenttally stable O 

Remark 5. As a result of Themem 3, it follows 

that the overall closed-loop system, which is 
obtained from (16). (lg) and (19), IS exponen. 
txally stable The single equation (21) is the 
closed-loop system, whose system matrix wfl! 

become the matrix A~-I in the next lteratmn step 
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I 
x] [ A+Bg)~..,H~-,+B~,.=D~CA ~-' Br Br 

~ l [ -  CA~'-~B$k,,~,H,,~I - (I + CA~-tB#,,,,~) D,,CA ~-I - CA~-tB#h,,~ ~ (1+ CA~-'B~,,,2) D,, 

The recurs]on procedure is now qmte obvious 

Since k :  r at the mmal step, ~',,a, ~,-,b and ~,-,b 

are null matrices (~ e,  empty) and the controller 

(18) becomes just a static feedback u = G ~ H , x  
( l e ,  ~r,a =Gr)  from Assumptmn I Therefore, 
we have the Hurwltz mamx A r = A + B G r H ~  
By Theorem 3, unmeasurable term CA~x Is re- 
placed by the dynamic controller (18) and (19) 

Now, we regard the state ~] of (18) as the state/l 

of (11) (i.e. (6) and (10)) for the next iteration 
(The next step begins with the equation (11)) In 

particular, from (10) xt is obtained that 

r - (CA'-~BO.,.~ + [Op~p~._~) (b + CA r<BOr.az) Or]) 

~,-1,~ = -  (L + CA'-'B~,,o2) D, 
r = ~,. , ,+ [0~• r 
r ~,,,zD, 

where ~r, al= Gr-t and ~r.a2, Llkewlse, the ltera- 

tmn proceeds until we have a controller of (11) 

with k = 0  Therefore, we obtain the gains of  (2) 

as follows 

~ =  ~o,~, ~b= ~,b, O~= Oo,~, ~ =  ~o,~ 

For convenience, we include a formula for the 
Iteration 

( ~k,,, + [Op~,-,l• g,,,2Da] ] (22a) 
'*=[-CA ~-' B&o, - [0,~,~_,~ (I, + CA~-'Br D,] ] 

- " '=[ -CA '  'Be.,,-(I.+CA*-'Bq~.,.,)D.J 
(225) 

~ - 1 , . =  r  [o.,~._,~ #.,o~O~] (22c) 

r = [ ~,~, !i~,~,,~aD,~] (22d) 

3. An Illustrative Example 

We illustrate the proposed design method with 

a simple numerical example. 

. 0 0 1  0 0 
x =  0 0  1 x +  0 at (23) 

o 0 - 6 J  Eli 

y = [ 1  o o o]x 
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,2 ,  

For (23) we can see that the order of  the pro- 

posed controller (p •  r) is less than that of the 

reduced order observer based output feedback 

controller ( n -  I) 

The system (23) satisfies Assumption I with 

r = 2  Hence. the order of  the proposed controller 
ts two, while the reduced order observer based 

controller has order three In fact, with the fol- 
lowing control law 

u = G z H z x = [ - 6  - 1 2  --13]Hex (24) 

the elgenvalues of  the matrxx A ~ = A + B G ~ H z  
are given by { - 2  3 0 + j 0  625, - 0 7 0 - - - ] 0  625} 

Hence. the closed loop system (23) -(24) as stable 

and we obtain G ~ = [ - 6  - 1 2 ]  and /f~.=13 for 
the lteratmn 

Now, m order to replace the CA2x-term in 
Hz~ as the mmal step, we consider the matrix of 

(7) for the system (23) Indeed, with/92=20, the 
matrix (7) is given by [ ,0o 1 0 1 0 00 

0 0 1 13 (25) 
5 --12 --13 6 --78 

0 1 0 20 

which is Hurw]tz 

However, since the CAx- term m Hlx  is nei- 
ther measurable, we proceed one step further by 

Theorem 3 From the previous step and the equa- 

tion (22). the parameters of  (11) can be regarded 
a s  

~,~= [0 -20] ,  ~i.~ = - 2 0  
(26) 

�9 l,a = [ - -6  --272], ~1,b-------260 

With these parameters the matrix A1 m (14) is 
given by 

I~176176 ~ 0 o 1 0 0 

A I =  0 0 0 ~ 0 (27) 
--5 --272 0 --6 --260 
0 - - 2 0 0  0 
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Hence, the gain D~ is chosen such that  the matrix 

in (20) is Hurwttz,  which is achieved by D 1 ~ 3 0  

Therefore, with the fol lowing addi t iona l  

dynamics  

{/l = --  600y --  202--  600 
(28) 

~ =  - 3 0 y - 3 0 ~  

the stabil izing control  law for (23) is obta ined  by 

u = --  8166y--260,~--8160z/ (29) 

F igure  1 shows the s lmulauon  result  (soltd 

curve) of  the proposed  controller .  In the si- 

mulat ion,  we added a sa tura t ion  (whose level Is 

31 I ~ State Feedback 
25 L - -  Proposed 

2- 

1 5' 

1 /  State <• > 

05~I 

0;" -- 

-o 5[ 
t 

-10 2 ; 6 ; . . . .  ~o 
(a) State 'X,' 

1 l!~ State <x3> 

05 

= 0  ' 

2 4 

2j 
'I 

~ l 

- 2  

I v --  State Feedback 
1 - -  Proposed 
6 8 10 

(c) State 'x3' 

State <L~ 

Additional States 

2 

1 5 t / 1 ~  Proposed ] 

V'~I 

0 5 State <xz> 

-0 5 

- 1  [ = , . . . .  o 2 i 6 ; lo 
(b) State 'm' 

o!f, 
-1 ,] 

-2 State <x4> 

-4  

-5 [ - - - State Feedback 
1 Proposed 

-6 2 ; 6 - ;  . . . . . . . .  qo 
(d) State 'x4' 

30 

20 

10 

0 

-10 

-20 

-30 

-40 

Control Input 

,,] 
:I 

L , 1 _ _  _ _  �9 . . . . .  

4 6 8 lo ~ ;. 
(e) Add]uonal state (f) Control input '~ '  

Fig, 1 Simulation Results (proposed sohd) 

C o p y r i g h t  ( C )  2 0 0 5  N u r i M e d i a  C o . ,  Ltd.  

[~// sta{e feedback 
Propoae~, = --, (~aturatod) .I il 

8 10 
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30) to (29) In the figure, we also compared the 

plots with the results (dotted curve) obtained 

from the state feedback control (24) We can see 

that the addmonal dynamics successfully replace 

the denvauve terms CA;r. and CA2x m (24) 
All the initial conditions of the systems are 
set to while all the lnma[ states of the additional 

dynamics are set to --1 

4. Conclusion 

In this paper, we have presented a new re- 

curswe algorithm to design a dynamic output 

feedback control law which staNhzes linear 

tlme-invanant systems If a given plant can be 

stabd~zed by a static feedback of the output and 

its demvatlves, the proposed method systema- 

tically constructs a dynamic system which suc- 
cessfully replaces the output derivative terms of 

any order w~thout any addmonal conditmns A 

numerical example with a simulation result has 

been presented to illustrate the design method 
From the proposed recursion algorithm, ~t [s not 
difficult to develop an automated design package 

on a PC 
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